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A Challenges & cost of the Internet in Nigeria
A Global Fibre Optic Backbone

A African Sub-sea Optical Fibre Backbone

A Satellite Option

A Satellite & Wireless Systems

A DWDM in Tanzania




Complexities in Africa US
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A Political instability

A Insurgencies

A Poverty

A Unreliable power generation systems

A Very little in the way of planning controls
A Taxes and rights of way
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Prevailing price of VSAT bandwidth before NIGCOMSAT-1 (2004
viability assessment)

Average price paid for 64kbps was $8,340 per year

128/1024 kbps bandwidth costs about $2,000 monthly, this implies
that estimated 2MB (E1) would cost $3,500 per month or $42,000
yearly

Comparatively, equivalent capacity of 2Mbps (E1) full circuit on SAT-3
fibre optic cable from Lagos to Europe (Portugal). The only operating
cable, was: $144,500 per year by NITEL . NITEL (Nigerian
Telecommunications Ltd) is Nigerian Government owned
telecommunication company managing the only landing cable in
Nigerian Shores (Lagos).



20 hours of local dial-up internet per US

month In Nigel‘ia IS: University of Sussex
A 500% higher than in India
A 140% higher than in South Africa and Namibia
A About the same as Uganda
A International Internet Connectivity accounts for about 30%
of ISP costs
A International Internet Connectivity has two parts:
a. International leased circuits; over-priced (often grossly)
b. Global Internet connectivity : rarely identified separately
A Reluctance by operators to disclose information suggests,

It is key to competiveness.



20 hours of local dial-up internet per US
month comparison University of Sussex

A India: less than $20 comprised of (ISP charges: $3.5;
Telephone Call charges $10.2 and Telephone line rental $4.0)

A Nigeria: Over $100 comprised of (ISP charges: $33.0,
telephone call charges $80 and Telephone line rental $4.0)

A OECD: less than $40 comprised of (ISP charges: $9.4,
telephone call charges $15.1 and Telephone line rental $12.2)



DWDM Optical Fibre Communications

- Capacity: 7.1 terabytes per second Dec

2007

The internet’'s undersea world

The vast majority of the world's
communications are not carried
satellites but an altogether older
technology: cables under the earth’s
oceans. As a ship accidentally wipes
out Asia’s net access, this map
shows how we rely on collections of
wires of less than 10cm diameter to
Hink us all together

Fibre-optic submarine
cable systems
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W International Bandwidth Usage
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Arctic Fibre is deploying state of the art lls
technology utilizing 100 gigabit University of Sussex

capacity of 24 terabits/s.

Repeater
every
60km

The construction of the system is beginning in May 2014
and is scheduled to be in service in January 2016.
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More than adequate terabyte capacity at llS
the shores of Africa
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Mediterranean
Undersea Cables
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Dense Wavelength Division Multiplexing | 1S
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A Optical amplifiers amplify optical signals directly in the
optical domain and are capable of simultaneously
amplifying multiple signal wavelengths and this has
facilitated Dense Wavelength Division Multiplexing
(DWDM

A Optical amplifiers are used as repeaters and at the end of
each fibre span to boost the power of the DWDM signal
channels to compensate for fibre attenuation in the span



Submarine fibre optic cables US
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Station-A . Station-B
Submarine

Repeaters
SLTE SLTE

o . . Submarine
SLTE : Submarine Line Terminal Equipment Repeaters

BU : Branching Unit
PEU : Passive Equalization Unit




Dense Wavelength Division lls
Multiplexing (DWDM)
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A Erbium-doped fibre amplifiers (EDFA) provide gain over a
spectral range about 30 nm in width, from about 1530 nm to
about 1560 nm

A This permits 40 DWDM signal channels with a separation of
100 GHz and

A 80 channels with a separation of 50 GHz,

A corresponding to 400 or 800 Gb/s, respectively, 10Gb/s
OC-192 or STM-64 channels

A In the future, with 40-Gb/s channels, capacities of 1.6 Tb/s
(1600GDb/s) for 100-GHz spaced channels will be possible

13
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Course Wavelength Division US
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A CWDM systems are medium capacity wavelength division

multiplexing systems used over distances up to 80 km (50
miles).

A They are defined by the International Telecommunications
Union (ITU) recommendation (standard)

A G.694.2 (2003) as 18 wavelengths spaced 20 nm apart
starting at 1271 nm and continuing to 1611 nm.



CWDM - Cellular Backhaul 119
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a dedicated fibre for their backhaul capacity needs

: Remote

Cabinet

A cell site will often have three to four cellular providers, each @

CWDM !

Ethernet
SONET/SDH
DS-1

DS-3

Limited fiber

A single cellular service provider can require 300 Mb/s to 1 Gb/s,

eliminating the ability to use a copper facility.




The 9,300 square metre data centre near

Frankfurt i requires a reliable power llS
Supp |y University of Sussex

A European data centres
consumed 56TWh of
electricity in 2007 and
In the UK they are
responsible for almost
three per cent of
electricity use.




EADS Astrium Ka-SAT, 6.1 Tonnesat LS

launch, 15 year lifetime, 11 kW University of Sussex
The British military's Skynet 5 satellite system is Futel sSiAGsi Kat he
based on this. The spacecraft is part of a £3.6bn most powerful satellite ever built,

system that will deliver secure, high-bandwidth
communications for UK and allied forces.

with a total capacity of more than
70 Gbps, 35 times the throughput
of traditional Ku-band satellites.

KA-SAT will provide ubiquitous complete
coverage of Europe and the Mediterranean
Basin through its 82 spot beams in Ka-band



ViaSat-1 in the Compact Antenna Test
Range (CATR) = Space SyStemS/Loral University of Sussex

ViaSat-1, which will be
positioned at 115.1
degrees West longitude, is
expected to provide more
than 100 gigabits per
second throughput in the
Ka band, mostly for use in
the West Coast of the U.S.
and east of the Texas
panhandle. The satellite
has 72 spot beams, with
63 in the U.S. and nine
over Canada.



